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Collaborating with Big Data product group at MS
Shipping our code to production

Open-sourcing our code
Apache Hadoop, REEF, Heron
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Do we really need a 
Resource Manager?
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But is all this good enough 
for the Microsoft clusters?
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[Hadoop 3.0; ATC 2015, EuroSys 2016]
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5 sec 10 sec 50 sec Mixed-5-50 Cosmos-gm
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• Introduce task queuing at nodes
• Mask feedback delays

• Improve cluster utilization

• Improve task throughput (by up to 40%)

• Container types
• GUARANTEED and OPPORTUNISTIC

• Keep guarantees for important jobs

• Use opportunistic execution to improve utilization
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So all we need to do 
is use long queues?
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can be detrimental for job 
completion times
• Despite the utilization gains

Proper queue management techniques are required 
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execution 
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lengths

Yaq improves median job completion time by 1.7x over YARN
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• Shortest Remaining Job First (SRJF)

• Least Remaining Tasks First (LRTF)

job-aware
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lower throughput

longer job completion times



• 1.7x improvement in 
median JCT over YARN



• Container types

distributed scheduling 

any distributed scheduler

over-commitment

multi-tenancy

• Pricing



cluster utilization

queue management techniques

job completion time




