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Abstract
With the emerging ubiquity of video data across diverse applica-
tions, the accessibility of video analytics is essential. To address this
goal, some state-of-the-art systems synthesize declarative queries
over video databases using example video fragments provided by
the user. However, finding examples of what a user is looking for
can still be tedious. This work presents POLY-VOCAL, a new sys-
tem that eases this burden. POLY-VOCAL uses multiple forms of
user input to bootstrap the synthesis of a new query, including
textual descriptions of the user’s search and previously synthesized
queries. Our empirical evaluation demonstrates that POLY-VOCAL
significantly improves accuracy and accelerates query convergence
compared with query synthesis from only user-labeled examples,
while lowering the effort required from users.
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1 Introduction
As video data becomes increasingly prevalent across domains such
as traffic analytics, security, and civil engineering [10, 11, 28, 32, 33],
there is a growing need to manage and query large video databases.
Recent video database management systems (VDBMSs) allow users
to retrieve specific events from large video datasets by specifying
declarative queries [2, 3, 7, 23]. However, for users without database
expertise, expressing compositional queries, where multiple objects
interact in space and time (e.g., “find video fragments where a
suspicious person is loitering outside the entrance of a building”)
using a declarative language can be difficult.

To address this challenge, some systems provide alternative ways
for users to analyze and query videos [4, 17, 35, 40]. In particular,
EQUI-VOCAL [40] provides a query-by-example interface, where
users provide a few example video segments (for example, 10 posi-
tive and 10 negative examples) of their target event and the system
automatically synthesizes a declarative query in a bottom-up fash-
ion to find matching events. EQUI-VOCAL initializes its query
synthesis process with an empty query and incrementally adds
predicates, employing user labels to iteratively build a final query.

Please use nonacm option or ACM Engage class to enable CC licenses
This work is licensed under a Creative Commons Attribution 4.0 International License.
HILDA’ 25, June 22–27, 2025, Berlin, Germany
© 2025 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-1959-2/2025/06
https://doi.org/10.1145/3736733.3736738

While this approach eliminates the need for users to articulate
declarative queries, it still has several limitations that we address
in this paper.

First, usersmustmanually locate positive examples of their target
event to initiate query synthesis, which can be time-consuming and
labor-intensive, especially as event specificity increases. Second,
queries are synthesized from scratch, assuming no prior knowledge
of the target event beyond a minimal set of initial examples. This
can result in a lengthy learning process with many iterative steps.
Lastly, intermediate queries synthesized in early iterations are of-
ten coarse-grained with low performance, making them difficult
to disambiguate from other candidate queries. Labeling mistakes
can further exacerbate errors in these early stages and propagate
through later iterations, significantly derailing the final outcome.
These challenges become more pronounced with longer and more
complex target queries.

An alternative approach to using a video database management
systemwould be to use a vision languagemodel (VLM) [1, 20, 21, 27].
While VLMs are able to determine if a video fragment matches a
natural language description, they struggle to answer compositional
queries [14, 34]. Our goal in this paper is thus to leverage VDBMSs,
but simplify the task of finding initial examples.

Besides providing labeled examples of the target event, there are
alternative forms of user input that we can exploit to help the sys-
tem synthesize queries more effectively. The growing capabilities
of large language models (LLMs) for translating natural language
(NL) descriptions into declarative queries present a potential solu-
tion to reducing user-labeling effort, as users can simply describe
their target event in NL [18, 19, 29, 31]. However, NL is highly
ambiguous, which can lead to inaccurate translations [6, 13, 25].
For example, a user analyzing security footage may provide the NL
description “suspicious activity at entrance”. This phrase is inher-
ently ambiguous; it is unclear whether it refers to suspicious human
or vehicle activity, and moreover, what constitutes as suspicious
activity—loitering, breaking and entering, or something else. These
ambiguities can make it challenging for LLMs to precisely map NL
to the user’s intended query. As we show in Section 4.3, directly
executing the translated queries to find matching events results
in poor query performance. Therefore, we aim to incorporate NL
descriptions into the query synthesis process, but must address the
challenge posed by NL ambiguity.

Another approach to guiding the initial steps of synthesis is
to leverage domain knowledge about the iterative nature of ex-
ploratory video queries [8, 22, 36]. Users often start with simple
queries to explore their data and then iteratively refine their queries
to extract increasingly relevant results from the dataset. Consider
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Figure 1: POLY-VOCAL pipeline. EQUI-VOCAL (gray dashed path) requires the user to manually provide labeled examples
to synthesize a query from scratch. POLY-VOCAL (blue solid path) extends EQUI-VOCAL by incorporating natural language
description and previously synthesized queries to 1○ generate seed queries, 2○ efficiently collect labeled examples from users,
and 3○ produce initial queries for subsequent synthesis by EQUI-VOCAL. All synthesized queries are stored for future use.

our running example: a user analyzing security footage for suspi-
cious activity may start by looking for a person entering a building
and later refine their search to find instances where a person is
loitering outside the entrance of a building (but has not entered). In
this scenario, the first query can inform the generation of the sec-
ond. However, previous queries contain both relevant information
(e.g., “person”, “building”) and extraneous predicates (e.g., “enter-
ing”), which must be identified and removed in order to leverage
previous queries effectively.

In this paper, we introduce POLY-VOCAL, a system designed to
bootstrap complex video query synthesis by incorporating various
forms of user input to improve query performance and efficiency
of the synthesis process while minimizing user effort. Extending
the capabilities of EQUI-VOCAL, POLY-VOCAL learns user intent
by leveraging NL descriptions and previously synthesized queries
from users. POLY-VOCAL consists of three core components (Fig-
ure 1). First, POLY-VOCAL generates seed queries by utilizing LLMs
to translate NL descriptions into compatible query notations for
EQUI-VOCAL’s synthesis process and by retrieving previously syn-
thesized queries. Second, it utilizes seed queries to filter video sub-
sets that are more likely to contain the target event for user labeling.
Finally, instead of beginning the synthesis process with an empty
query, POLY-VOCAL creates initial queries, based on seed queries
derived from NL descriptions and previous queries, for subsequent
query synthesis. Directly using LLM-translated or previously syn-
thesized queries as starting points is problematic since they often
contain irrelevant predicates that degrade performance. Instead,
POLY-VOCAL enumerates subqueries from seed queries, ranking
their effectiveness against labeled examples to select initial queries.
By incorporating positive and negative examples, POLY-VOCAL
clarifies the user intent expressed in NL.

POLY-VOCAL improves query performance and efficiency by
starting query synthesis from initial queries, and reduces user effort
by filtering a smaller set of candidate videos for user labeling. We
evaluate the query performance, user effort, and synthesis efficiency
of our approach on the CLEVRER dataset [37] with a curated set
of 50 queries and show significant improvements on all fronts.
Compared with vanilla EQUI-VOCAL, we raise the F1 score of the
system by 22%, decrease the user effort by 60%, and accelerate query
synthesis by 12%.

Table 1: Relational schema representation of data model.

Objects(vid, fid, oid, oname, 𝑥1, 𝑦1, 𝑥2, 𝑦2)
Relationships(vid, fid, rid, oid1, rname, oid2)
Attributes(vid, fid, oid, aname)

2 Background
POLY-VOCAL uses the data model and query synthesis pipeline
of EQUI-VOCAL [40], which is based on spatio-temporal scene
graphs [16]. In EQUI-VOCAL, a video is conceptually represented
as three relations: Objects, Relationships, and Attributes.
Queries over videos can thus be expressed as relational queries
over the view consisting of these three relations (as shown
in Table 1). However, queries in EQUI-VOCAL are not arbitrary
SQL queries. Since these queries focus on how objects interact
in space and time, EQUI-VOCAL restricts the set of relational
queries that it supports to ensure efficient query synthesis. These
queries are captured by a concise domain-specific language (DSL).
For example, a query searching for instances where “a person is
outside a building for at least 30 seconds, then the person enters
the building” can be expressed as (assuming 30 frames per second):
Duration((Person(𝑜1), Door(𝑜2), Near(𝑜1, 𝑜2)), 900); Open(𝑜1, 𝑜2)
The variable 𝑜𝑖 in a query is bound to an arbitrary object from the
video, with distinct subscripts indicating objects with different
identifiers. Within the same frame, predicates are separated by
commas, forming a region graph. Region graphs are connected
in temporal sequence with semicolons. The duration constraint
Duration(𝑔,𝑑) specifies the minimum number of frames 𝑑 for
which a region graph 𝑔 persists.

To synthesize queries with EQUI-VOCAL, the user provides (i) a
video dataset, (ii) user-defined functions (UDFs) that extract seman-
tic information from videos to populate the relations in Table 1, and
(iii) labeled examples—positive examples where the target event
occurs and negative examples where it does not—as shown by the
dashed path in Figure 1. EQUI-VOCAL begins with an empty query
and progressively expands it by adding new predicates, leveraging
user-provided examples to steer its search toward the target query.

3 POLY-VOCAL Approach
POLY-VOCAL reduces the difficulty of providing initial labeled ex-
amples by leveraging two alternative methods for capturing user
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Algorithm 1: Query initialization and synthesis in POLY-
VOCAL
Input :𝑈 - set of unlabeled video segments,

𝑃 - set of user-defined functions,
𝑇 - user’s natural language description of target event,
𝑄𝑃 - previously generated queries,
𝑘𝑖 - number of initial queries, hyperparameter

Output :𝑄𝑡 - set of top synthesized queries
1 𝑄𝑠 ← 𝑄𝑝

2 if T then
3 𝑄𝑠 ← 𝑄𝑠 ∪ LLMTranslate(𝑇, 𝑃 )
4 𝐿 ← GetUserLabels(𝑈 ,𝑄𝑠 )
5 𝑄0 ← SelectInitialQueries(𝐿,𝑄𝑠 , 𝑘𝑖 )
6 𝑄𝑡 ← QuerySynthesis(𝑈 , 𝐿, 𝑃,𝑄0 ) // Invoke EQUI-VOCAL

7 return𝑄𝑡

intent: NL descriptions and previously synthesized queries. Algo-
rithm 1 outlines this approach. The algorithm takes as input a set
of unlabeled video segments (𝑈 ), a set of user-defined functions
for EQUI-VOCAL language specification (𝑃 ), an NL description (𝑇 ),
and a set of previous queries (𝑄𝑝 ).

The algorithm consists of three main steps, as depicted by the
blue solid path from the user in Figure 1. In Step 1○, the user
first specifies an NL description (𝑇 ) of the target event that POLY-
VOCAL, using an LLM, will translate into a query in the EQUI-
VOCAL DSL. To supplement this, POLY-VOCAL will also fetch
previously synthesized queries (𝑄𝑝 ). We refer to these queries de-
rived from different sources of user intent as seed queries (𝑄𝑠 )
(Lines 1 to 3; see Section 3.1). POLY-VOCAL requires a non-empty
set of seed queries to initialize synthesis. Lacking these, it falls back
to the EQUI-VOCAL approach.

In Step 2○, POLY-VOCAL executes a single seed query on the
video database and shows the query results to the user. Unlike a
naïve approach, where users manually search the entire dataset
for examples of their target event, POLY-VOCAL shrinks the user’s
labeling effort by enabling users to efficiently locate initial positive
and negative video fragments (𝐿) within this smaller, pre-filtered
set of query results (Line 4; see Section 3.2).

Since seed queries may not always align with the target event,
directly employing them as initial inputs for synthesis can lead to
low performance. In Step 3○, POLY-VOCAL addresses this issue
by leveraging the user labels to refine and prune the seed queries,
producing a set of 𝑘𝑖 initial queries (𝑄0) of higher quality for EQUI-
VOCAL’s query synthesis process (Line 5; see Section 3.3).

POLY-VOCAL bootstraps the query synthesis process by effi-
ciently obtaining labeled examples (𝐿) and generating initial queries
(𝑄0). EQUI-VOCAL then takes these inputs, along with 𝑈 and 𝑃 , to
synthesize a query for the target event (Line 6). The synthesized
query is executed to find matching events in unseen videos. All
user-accepted synthesized queries are stored for future use.

3.1 Generating Seed Queries
POLY-VOCAL begins by asking the user for an NL description of
their target event. POLY-VOCAL utilizes an LLM to translate the
user’s description into a query written in the DSL (Algorithm 1,
Line 3). Although the LLM does not directly access the video data,
the LLM is providedwith the DSL syntax definition and a list of valid

predicates with semantic descriptions to guide this translation. This
helps the LLM generate meaningful queries with valid predicates.
The quality of the queries will likely vary depending on the LLM.
A detailed example of this prompt can be found in [41]. LLM-
translated queries can have syntax errors. To address this, POLY-
VOCAL verifies the syntactic correctness of a generated query. If
the generated query contains parsing errors, which can include
misplaced parentheses or invalid predicates, POLY-VOCAL retries
the generation process, incorporating feedback about the syntax
error into the prompt for the next attempt until a syntactically
correct query is produced. If the query is still incorrect after three
tries, the user is asked to re-articulate their target event. In our
experiments, we found that no seed query required more than two
iterations of syntax correction. As improving the initial translation
is not the focus of this paper, we assume that we start with a
syntactically correct seed query resulting from this process.

The generated query is then combined with all past queries that
the user has issued to create the set of seed queries.

3.2 Getting User Labels
While labeling examples of the target event is generally simpler

than composing a declarative query, filtering through a large input
dataset is often challenging, particularly when the target event is
complex or rare. To address this, we utilize seed queries to extract
a smaller, more promising subset of videos more likely to contain
instances of the target event (Algorithm 1, Line 4). This subset is
then presented to the user for labeling.

When multiple seed queries are present, only one is executed
against the dataset to retrieve a relevant subset of videos for labeling.
We employ the following heuristics: The LLM-generated query is
used if available; otherwise, the most recent previous query is used.
The LLM-generated query is prioritized because it is more likely to
better align with the user’s intended target event. When only previ-
ous queries are available, determining the most relevant one is dif-
ficult without additional user input, so we assume recency implies
relevance. An alternative solution is to explicitly prompt the user
to select from a list of previous queries. POLY-VOCAL assumes that
seed queries, even when partially inaccurate, can filter the dataset
to yield a pool with a higher proportion of positive samples than
the overall corpus. For instance, if the user is searching for videos
where a person loiters outside a building with the DSL representa-
tion “Duration((Person(𝑜1), Door(𝑜2), Near(𝑜1, 𝑜2)), 900)”, a seed
query such as “(Person(𝑜1), Door(𝑜2), Near(𝑜1, 𝑜2)); Open(𝑜1, 𝑜2)”
is not perfect. However, it could still capture video segments where
a person is initially outside a building. The resulting filtered video
set likely contains a higher proportion of positives than the original
corpus due to the correct predicates “Person(𝑜1)”, “Door(𝑜2)”, and
“Near(𝑜1, 𝑜2)”, enabling more efficient example collection.

Although a seed query is guaranteed to be syntactically correct,
it may not always be semantically accurate. Semantic inaccuracies
can prevent users from finding sufficient positive examples if rele-
vant instances are filtered out by unrelated predicates within the
seed query. If the number of positive examples remains insufficient
after labeling all filtered videos, POLY-VOCAL prunes predicates
from the seed query until enough positive examples are acquired.
To determine which predicate to remove, POLY-VOCAL generates
𝑛 query candidates, each omitting a different predicate from the
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query, and selects the candidate that maximizes the filtered pool
size. In our example, this would ideally lead to selecting the sub-
query “(Person(𝑜1), Door(𝑜2), Near(𝑜1, 𝑜2))”, removing the most
restrictive predicate “Open(𝑜1, 𝑜2)”.

While these assumptions may not hold universally, we empiri-
cally validate the effectiveness of our approach in Section 4. Future
work could explore adaptive mechanisms to determine the optimal
order of predicate removal.

3.3 Selecting Initial Queries
Ideally, seed queries closely match target events and can effec-

tively serve as initial queries for query synthesis or directly retrieve
matching videos. However, seed queries—either LLM-generated or
previously synthesized—often contain extraneous predicates. For
example, if the user intends to capture events where a person is
loitering near a building entrance, an accurate DSL representation
might be “Duration((Person(𝑜1), Door(𝑜2), Near(𝑜1, 𝑜2)), 900)”.
However, the user may provide the NL description “suspicious
activity at entrance” and the LLM might incorrectly translate this
into “(Person(𝑜1), Door(𝑜2), Open(𝑜1, 𝑜2))”, retrieving footage of a
person entering a building rather than loitering. Since the translated
DSL query contains an erroneous predicate “Open(𝑜1, 𝑜2)”, using it
as a starting point for query synthesis can introduce compounding
errors, resulting in progressively less accurate queries.

To synthesize target queries from initial queries effectively, the
process must balance the retention of useful information with the
removal of erroneous or extraneous predicates. One possible ap-
proach is to remove extraneous predicates during synthesis. How-
ever, since the EQUI-VOCAL synthesis process builds the query
by modifying one predicate at a time, allowing predicate removal
can lead to oscillations, where predicates are repeatedly added and
removed across iterations. To prevent this, POLY-VOCAL incorpo-
rates predicate removal prior to query synthesis. Its goal is to craft
an initial query that is a subquery of the target query—without
extraneous predicates and with minimal missing predicates. More
specifically, if the initial query is simpler or more generic than the
actual target event, it can still guide query synthesis in the right
direction, albeit at the cost of increased synthesis time. Conversely,
if the initial query is entirely incorrect or overly complex, it can
negatively impact query synthesis due to the presence of extrane-
ous predicates. Therefore, correct queries are preferred over generic
ones, while generic queries are preferred over incorrect ones.

To produce high-quality initial queries, POLY-VOCAL augments
seed queries by also considering their subqueries, which contain the
exhaustive combinations of the predicates within the query. For in-
stance, the seed query “(Person(𝑜1), Door(𝑜2), Open(𝑜1, 𝑜2))” will
have enumerated subqueries including “Person(𝑜1)”, “Door(𝑜1)”,
“(Person(𝑜1), Door(𝑜2))”, etc. Following this step, our set of candi-
date seed queries is composed of (i) different previous queries and
their subqueries as well as (ii) the NL translation and its subqueries.
We utilize previously gathered user labels (Algorithm 1, Line 4) to
evaluate the effectiveness of each candidate seed query (Line 5) and
determine initial queries. We rank candidate seed queries based on
F1 scores on those user labels and select the top-𝑘𝑖 queries, breaking
ties randomly, where 𝑘𝑖 is a hyperparameter.

After selecting initial queries, we start the EQUI-VOCAL synthe-
sis process. Instead of expanding the single, empty query in the first

iteration, EQUI-VOCAL now enumerates candidate queries by ex-
panding all 𝑘𝑖 initial queries, with subsequent steps—which retain
and similarly expand the most promising candidates—remaining un-
changed. A common failure in the original EQUI-VOCAL approach
occurs in early iterations when ancestor queries of the target query
are indistinguishable from other candidate queries with similarly
low performance [40]. By starting from non-empty initial queries,
POLY-VOCAL effectively prunes the search space and alleviates the
issue by jumping directly to more specific ancestor queries.

4 Evaluation
Dataset: We evaluate our system on the CLEVRER dataset [37],

comprising 10,000 five-second videos of moving 3D shapes. Follow-
ing EQUI-VOCAL [40], we use 13 predicates covering spatial rela-
tionships, locations, colors, shapes, and materials. We curate a test
set of 50 DSL queries with varying complexity, each executed to gen-
erate ground truth labels. An example query written for the dataset
is “(Sphere(𝑜1), Sphere(𝑜2), LeftOf(𝑜1, 𝑜2)); RightOf(𝑜1, 𝑜2)”.
NL descriptions: To evaluate the robustness of POLY-VOCAL to
linguistic variability, we create three different descriptions for each
DSL query: Accurate description closely aligns with the target event,
e.g., “A sphere is to the left of another sphere, then it moves to its
right”; Generic description is simpler yet generally oriented toward
the target event, e.g., “A sphere changes position relative to another
sphere”; Incorrect description contains incorrect or misleading de-
tails, e.g., “A sphere is to the left of another sphere, then it moves to
the right quadrant”. For the end-to-end experiment, one variation
is randomly chosen as the NL description for each target query.
Previous queries: We simulate an exploratory query workload by
generating a “previous query” for each target query, assuming that
the user has previously executed this query prior to issuing the
target query. Each previous query is created by randomly removing
one or more predicates from the corresponding target query and
introducing an additional predicate that is not present in the target
query. For example, a previous query for the example above could
be “Sphere(𝑜1), Red(𝑜1), LeftOf(𝑜1, 𝑜2)”.
Metrics: To measure query performance, we compute the F1 score
between retrieved results and ground truth data. To measure user
effort, we record the number of samples required to obtain sufficient
positive examples. To measure efficiency, we record the system
runtime of the entire pipeline to synthesize a query.
Baselines: We compare our system against the original EQUI-
VOCAL system, which utilizes only user labels and does not use NL
input or previous queries. For our approach, we consider three set-
tings: POLY-VOCAL-NL uses only NL descriptions, POLY-VOCAL-
prev uses only previous queries, and POLY-VOCAL-both uses both.
Experimental setup. Our experiments use the GPT-4o model
(gpt-4o-2024-08-06) as the LLM. POLY-VOCAL requests user la-
bels to collect at least 10 positive examples for each query. We
use 500 videos from CLEVRER as training data for running POLY-
VOCAL and EQUI-VOCAL and the rest as test data to evaluate
the performance of synthesized queries. We set 𝑘𝑖 = 5 for initial
query selection. For query synthesis, we set the following EQUI-
VOCAL hyperparameters: beam width 𝑏𝑤 = 5, maximum number
of predicates 𝑛pred = 10.



Bootstrapping Compositional VideoQuery Synthesis with Natural Language and PreviousQueries from Users HILDA’ 25, June 22–27, 2025, Berlin, Germany

EQUI-VOCAL POLY-VOCAL-NL POLY-VOCAL-prev POLY-VOCAL-both

0.0

0.2

0.4

0.6

0.8

1.0

F1
 S

co
re

(a) F1 Score

0

50

100

150

200

# 
Vi

de
o 

Sa
m

pl
es

(b) User Effort

0

500

1000

1500

Sy
st

em
 ru

nt
im

e

(c) Runtime

Figure 2: End-to-end performance of EQUI-VOCAL vs. POLY-VOCAL under three input settings.

4.1 End-to-End Performance
4.1.1 Query Performance. Figure 2a shows the F1 scores for
the final synthesized queries on different systems. EQUI-VOCAL
achieves a mean F1 score of 0.56. By generating initial queries for
synthesis, POLY-VOCAL mitigates synthesis errors during early
iterations and significantly improves query performance by up
to 22% to 0.78 (with POLY-VOCAL-NL). In the absence of NL de-
scription, using prior synthesized queries offers modest gains, with
POLY-VOCAL-prev improving the F1 score to 0.62. Interestingly,
the F1 score of POLY-VOCAL-both drops slightly from 0.78 to 0.77
compared to POLY-VOCAL-NL. While POLY-VOCAL-both outper-
forms POLY-VOCAL-NL on simpler queries, i.e., queries with fewer
than 5 predicates, as query complexity increases, POLY-VOCAL-NL
performs better, leading to the decrease in average F1 score. This
suggests that NL descriptions in our evaluation are typically more
accurate than previous queries for complex queries, whereas prior
queries are more helpful with simpler target events where their
overlap with the target query is high.

4.1.2 User Effort. Figure 2b compares the user effort required to
obtain 10 positive examples for initiating query synthesis across
EQUI-VOCAL and POLY-VOCAL variants. We omit POLY-VOCAL-
both from this comparison, since only the NL description is used to
get user labels under this setting, making it functionally equivalent
to POLY-VOCAL-NL. In EQUI-VOCAL, the user has to examine an
average of 114 videos to find sufficient positive examples. POLY-
VOCAL reduces this burden by 60%, requiring users to view only
45 video segments when using NL descriptions for filtering. When
NL description is unavailable and a previously synthesized query is
used as a seed query, the user effort is 46% lower than EQUI-VOCAL
at 61 examples. This demonstrates that utilizing seed queries to filter
the input dataset effectively addresses the bottleneck of manually
searching for target event instances, thus reducing user effort.
4.1.3 Runtime. Figure 2c presents the system runtime for each
variation of POLY-VOCAL. While EQUI-VOCAL has an average
runtime of 1011 seconds, POLY-VOCAL-NL, POLY-VOCAL-prev,
and POLY-VOCAL-both reduce the runtime average by 18, 15, and
12% to 836, 865, and 886 seconds respectively. POLY-VOCAL demon-
strates improved runtime. By leveraging initial queries to accelerate
the query synthesis process, it reduces the number of synthesis
iterations required for each system to build the final query.

4.2 Natural Language Input
We evaluate the robustness of POLY-VOCAL on NL descriptions of
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Figure 3: User effort and query performance of EQUI-VOCAL
and POLY-VOCALwith three types of natural language input.

varying quality. For each target query, we provide accurate, generic,
and incorrect descriptions, respectively, as input to POLY-VOCAL-
NL. Figure 3a shows the F1 scores of POLY-VOCAL-NL with dif-
ferent qualities of NL descriptions and EQUI-VOCAL. We find that
leveraging NL particularly helps improve the F1 score of the final
query when the user’s NL description is well-aligned, resulting in
an average F1 score of 0.86 compared to EQUI-VOCAL’s 0.56. When
the user provides a more generic version of the query they seek,
the NL description continues to serve as a good foundation to build
on and improves performance to an F1 score of 0.80. Even with
incorrect descriptions, POLY-VOCAL-NL slightly improves the F1
score to 0.60, as the initial query selection process ranks subqueries
of seed queries and thus effectively removes incorrect predicates.
Figure 3b shows the number of samples required to gather 10 posi-
tive examples. POLY-VOCAL significantly reduces user effort across
all variations of NL descriptions. With accurate descriptions, all
filtered videos are positive samples and thus POLY-VOCAL requests
as few as 13 labels on average, an 89% reduction from the baseline
of 114 examples. When the user’s description is more generic, the
user must look through an average of 60 videos—there are more
potential positive examples for the user to sift through, but still
fewer compared to no filtering. Notably, with incorrect descriptions,
POLY-VOCAL reduces labeling effort to an average of 44 videos,
outperforming generic descriptions. The reasons are twofold. First,
generic queries can potentially introduce many false positives into
the filtered set, thereby increasing the labeling burden. Second,
incorrect descriptions typically lead to false negatives and signifi-
cantly shrink the filtered pool, in which case the user fails to find
enough positives even after labeling all filtered videos. Specifically,
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Figure 4: Comparison of initial query selection strategies.

11 out of 50 seed queries derived from incorrect descriptions are
modified while getting user labels, and predicates are removed
as described in Section 3.2. Nonetheless, these findings indicate
that even imperfect NL input contains valuable information that
POLY-VOCAL can effectively exploit to reduce user labeling effort.

4.3 Selecting Initial Queries
Given that LLMs can directly translate NL descriptions into DSL

queries, one might question whether the translated query alone
could serve as the final query without undergoing further query
synthesis. To answer this question, we compare POLY-VOCAL with
this direct LLM method. As illustrated in Figure 4a, POLY-VOCAL
achieves an F1 score of 0.77—over 80% higher than the direct LLM
method’s 0.41—by incorporating the DSL query into the synthe-
sis process. This indicates that relying solely on LLM-generated
queries is insufficient, as NL descriptions provided by users may not
accurately represent the target event. By integrating the translated
DSL query with EQUI-VOCAL’s query synthesis, POLY-VOCAL
clarifies the user’s intent and achieves significantly better results.

To validate the effectiveness of our query enumeration strategy
in initial query selection, we evaluate the performance of three
POLY-VOCAL variants, comparing results with and without query
enumeration. As illustrated in Figure 4b, enumerating subqueries
consistently improves F1 scores by effectively eliminating extrane-
ous predicates from seed queries. The improvement is most pro-
nounced for POLY-VOCAL-prev, where F1 scores increase by 20%
(from 0.51 to 0.62). Previous queries benefit more from query enu-
meration because they typically exhibit higher degrees of misalign-
ment with target queries.

5 Related Work
Compositional Video Query Processing. There are many sys-
tems for video analytics specifically designed for compositional
queries [2, 3, 7, 23]. However, these systems require users to spec-
ify their queries or train a classifier for the purpose of identifying
their target event, both of which are non-trivial for non-experts
and can be time consuming. POLY-VOCAL utilizes more intuitive
user input—the query-by-example approach inherited from EQUI-
VOCAL, the user’s own textual description of their query, and any
queries previously synthesized by the user. These require minimal
effort and expertise.

Text-to-Declarative-Query Translation. LLMs have been ap-
plied to Text-to-SQL and other Text-to-Declarative-Query transla-
tion tasks [19, 31] with impressive results on academic benchmarks
[30, 38]. However, these benchmarks fail to capture the ambiguity

of real NL input, which can degrade the quality of LLM-generated
queries [12, 25]. Additionally, the need for extensive context—such
as schema definitions and DSL constraints—can further challenge
LLM performance [6, 18]. POLY-VOCAL mitigates these limitations
by leveraging user-labeled examples to disambiguate the user intent
expressed in NL.

Query Reuse. Reusing results in traditional DBMSs is a well-
researched topic [5, 8, 9, 15, 24, 26], primarily focusing on opti-
mizing query execution through exact syntactic matching [36].
However, such techniques are not well-suited for flexible reuse in
exploratory or evolving query synthesis. POLY-VOCAL extends
query reuse beyond syntactic equivalence, extracting valuable se-
mantic information despite potential syntactic mismatches.

6 Limitations and Challenges
While POLY-VOCAL greatly reduces query synthesis time and user
labeling effort, further improvements are needed to make it a more
interactive and practical query-by-example framework. Currently,
synthesizing one query with POLY-VOCAL-both requires 14.7 min-
utes, excluding user labeling time. While runtime can be reduced
through hyperparameter tuning (e.g., smaller beam width, fewer
examples), this creates performance trade-offs.

In our experiment, we request 10 positive examples to initiate
query synthesis, requiring users to examine an average of 45 videos
when using POLY-VOCAL with NL descriptions. While simpler
queries may achieve good performance with as few as two initial
positive examples [40], insufficient labeled examples can compro-
mise the reliability of F1 scores used to evaluate candidate query
quality. Moreover, labeling effort depends heavily on the quality
of seed queries. For example, accurate NL descriptions can greatly
reduce labeling requirements (Figure 3b), which highlights the need
for better user guidance in formulating initial queries.

Future work could explore enhanced user interactivity through-
out the POLY-VOCAL pipeline. To speed up synthesis, one promis-
ing direction is to enable users to inspect intermediate queries after
each iteration [39] and terminate the process early once they are
satisfied with the results. Furthermore, to improve the alignment of
seed queries, we can present users with multiple previous queries
and explicitly ask them to pick the most relevant ones.

7 Conclusion
In this paper, we introduced POLY-VOCAL, a novel approach to
improving the query synthesis process by leveraging both NL de-
scriptions and previously synthesized queries as seed queries. We
ensure that even when user input is inaccurate, valuable structural
and semantic information can still be extracted and refined to guide
synthesis toward an accurate final query. Overall, POLY-VOCAL
makes query generation more user-friendly, efficient, and robust.
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